Abstract
Genome-wide association studies (GWAS) aim at discovering the association between genetic variations, particularly single-nucleotide polymorphism (SNP), and common diseases, which have been well recognized to be one of the most important and active areas in biomedical research. Also renowned is the privacy implication of such studies, which has been brought into the limelight by the recent attack proposed by Homer et al. Homer’s attack demonstrates that it is possible to identify a participant of a GWAS from analyzing the allele frequencies of a large number of SNPs. Such a threat, unfortunately, was found in our research to be significantly understated. In this paper, we demonstrate that individuals can actually be identified from even a relatively small set of statistics, as those routinely published in GWAS papers. We present two attacks. The first one extends Homer’s attack with a much more powerful test statistic, based on the correlations among different SNPs described by coefficient of determination ($r^2$). This attack can determine the presence of an individual in a GWAS from the statistics related to a couple of hundred SNPs. The second attack can lead to complete disclosure of hundreds of the participants’ SNPs, by analyzing the information derived from the published statistics. We also found that those attacks can succeed even when the precisions of the statistics are low and part of data is missing, which makes the effects of such simple defense limited. We evaluated our attacks on the real human genomes from the International HapMap project, and concluded that such threats are completely realistic.
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1. INTRODUCTION
The rapid advancement in genome technology has revolutionized the field of human genetics by enabling the large-scale applications of genome-wide association study (GWAS) [7], a study that aims at discovering the association between human genes and common diseases. To this end, GWAS investigators determined the genotypes of two groups of participants, people with a disease (cases) and similar people without (controls) in an attempt to use statistical testing to identify genetic markers, typically single-nucleotide polymorphisms (SNP), that are associated to the disease susceptibility genes [50]. If the variation of a SNP is found to be significantly higher in the case group than that in the control group, it is reported as a potential marker of the disease. Of great importance to such a study is the privacy of the participants, whose sensitive information, personally identifiable genetic markers in particular, should not be leaked out without explicit consent. So far, this has been enforced through an informed consent from the participants [10] and an agreement from the investigators to ensure proper use of data according to the consent. Unfortunately, while this process prevents explicit misuse of the participants’ genomes, it turns out to be insufficient for deterring information leaks in a more implicit way. Particularly, this paper reports a surprising finding of our research: even the test statistics computed over a small set of SNPs, like those routinely published in GWAS papers, could reveal a substantial amount of genetic information about the participants, and even lead to disclosure of their identities.

The inadequacy of privacy protection in current genome research has also been pointed out by other researchers. For example, Malin et al. [49] show that even after removal of explicit identifiers (e.g., name, social security number), an individual could still be identified from a genetic database by examining the genetic markers related to her phenotypes (e.g., eye, skin and hair color). More seriously, Homer et al. [42, 65, 5] recently proposes a statistical attack that could determine the presence of an individual in a group (e.g., the cases) from the aggregate allele frequencies, i.e. the proportion of all variants occurred at each SNP site, of the whole group. Unlike the threats that have been extensively studied in statistical disclosure control (also inference control) [57, 28], Homer’s attack takes advantage of the rich background information related to human genome available in the public domain, as well as the particular statistical properties of genomic data: it compares the victim’s SNP profile against the allele frequencies of two populations, a “mixture” such as the case group in a GWAS and a reference population that can be acquired from public data sources such as the International HapMap project [8]: given the profile of a sufficient number of independent SNPs from the victim (at least 10,000), her affiliation in the mixture can be determined with high confidence. The impact of this finding is significant. As an example, the NIH
announced to swiftly remove all aggregate data of GWAS, including allele frequencies, from public websites [65, 5].

Homer’s attack made an important step towards better understanding of the privacy risks involved in publishing genomic data. However, its impacts on GWAS remain uncertain and many questions are left to be answered. First, the paper assumes that the distribution of allele frequencies in the mixture is identical to that in a reference population drawn from the HapMap, which may not be true for a GWAS, as the frequency distribution in its case group is typically different from that of the general population. Second, an attempt to identify an individual using the technique would need a highly-dense genomic profile (> 10,000 independent SNPs) from the victim as well as their corresponding allele frequencies from the mixture. Finally, most data released by a GWAS are test statistics such as **p**-values and **r** square (**r**²) instead of allele frequencies, and the privacy implications of these statistics are still unknown.

In this paper, we show that in the absence of proper protection, even a moderate disclosure of those test statistics, as did most GWAS papers, could pose a privacy risk that cannot be ignored. We present two attacks on these statistics. The first attack could statistically identify an individual in the case group from a small set of statistics, which in some cases are only related to a single locus, the surrounding region in the genome where a disease susceptibility SNP is discovered in a GWAS. Like Homer’s attack, our technique also needs a reference population, which can be obtained from the reports of the same study conducted over other populations¹, and a SNP profile from the victim. Unlike the prior approach, however, our attack utilizes **r**², a measurement of the correlation between SNPs (referred to as the linkage disequilibrium (LD)), which is much more powerful than allele frequencies of individual SNPs. As a result, the presence of an individual can be determined from the statistics at some locus involving only a couple of hundred SNPs. We also demonstrate that some individuals can be identified even in the absence of a good reference. The second attack can be even more powerful: in the case that a GWAS works on haplotype sequences, which is increasingly likely with the maturity of genotype phasing techniques [62, 60, 20, 15, 26, 29], our approach could utilize integer programming to recover from the pair-wise correlations of SNPs (measured by **r**² or **D**') hundreds of the participants’ SNPs. We also describe a technique that reverse engineers the statistics (e.g., **p**-values, **r**² and **D**') to calculate pair-wise allele frequencies, a necessary step in both of the proposed attacks. This technique works effectively even when the precision of these statistics is low.

We believe that our paper makes the following contributions:

- **Novel identification attacks on GWAS statistics.** We developed novel techniques to recover personally identifiable information from the test statistics published by GWAS papers. These techniques are powerful, capable of restoring hundreds of SNPs and identifying an individual using a much smaller number of SNPs than the prior attack [42]. This suggests that privacy threats in genome research are much more realistic than we thought.

- **Understanding of the limitations of simple countermeasures.** Our research shows that mitigation of such threats is anything but trivial. A simple solution like publishing only coarse-grained statistics might not work well, as the relations among various statistics can still give away a sufficient amount of information for restoring fine-grained data. The strength of such a “correlation” attack demands a well-thought-out response that is built upon analysis of the connections among these statistics. An alternative approach, publishing less data, faces the challenges of selecting a right threshold. Failure to do so might still let our attacks succeed.

- **Implementation and evaluations.** We implemented the proposed attacks and evaluated them against human genome data. Our experimental study demonstrates that these attacks can work in realistic environments, extracting personally identifiable information from the amount of data routinely published in GWAS papers.

The rest of the paper has been organized as follows: Section 2 introduces the background knowledge about GWAS and the statistics involved in the studies; Section 3 elaborates the attacks we propose; Section 4 reports the evaluations of our attacks on real genome data; Section 5 discusses the limitations of our techniques and possible defense; Section 6 surveys the related research and Section 7 concludes the paper.

2. GENOME WIDE ASSOCIATION STUDY

In this section, we briefly survey the procedure of a GWAS, the test statistics it uses and a potential attack on it proposed by prior research. For the convenience of the readers not familiar with genomics, we explain in Table 1 the genomic terminologies necessary for understanding our techniques.

### 2.1 GWAS: Steps and Test Statistics

A GWAS takes multiple steps to unravel the association between genetic variation and a common disease. Researchers first genotype participants from the case and control groups to extract a set of SNP profiles on selected sites. Usually two alleles can be found at each SNP site, referred to as the major and the minor alleles, denoted by 0 and 1. After proper quality control, the allele frequencies of these SNPs (i.e. the frequencies of 1 or 0) are computed over the case and control respectively. These frequencies are then used as inputs to an association test.

<table>
<thead>
<tr>
<th>Terminologies</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polymorphism</td>
<td>The occurrence of two or more genetic forms in the same population of a species (e.g. the human being).</td>
</tr>
<tr>
<td>Single Nucleotide Polymorphism(SNP)</td>
<td>The smallest possible polymorphism, which involves two forms different at only a single nucleotide (A, T, C or G) in the human genome.</td>
</tr>
<tr>
<td>Allele</td>
<td>Each of the two sets of DNAs in a single human individual’s genome inherited from one parent. For each SNP site, two most common nucleotides in the population are referred to as the major and the minor alleles, denoted as 0 and 1, respectively.</td>
</tr>
<tr>
<td>Genotype</td>
<td>The combination of two set of alleles. For a SNP site with two common alleles in human population, there are three possible genotypes: two homozygotes, 00 and 11, and one heterozygote 01. In average, the genotypes of two human individuals are approximately 99.9% identical.</td>
</tr>
<tr>
<td>Locus(plural loci)</td>
<td>The surrounding regions of a SNP site in the genome.</td>
</tr>
<tr>
<td>Haplotype</td>
<td>The types of alleles across multiple neighboring SNP sites in a locus, often also referred to as SNP sequence. Each individual has two haplotypes in any locus, each corresponding to one allele. Some haplotypes are more common than others in the population.</td>
</tr>
<tr>
<td>Linkage disequilibrium(LD)</td>
<td>Non-random association of alleles among multiple neighboring SNP sites.</td>
</tr>
</tbody>
</table>

¹This happens frequently in GWAS, which need to verify the findings of one study over other datasets or reuse the same dataset with new data being added.
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**Table 1: GWAS Terminologies used in this paper.**
Table 2: GWAS Statistics. Here $C_{pq}$ represents the count of an allele $pq$ ($p, q \in \{0, 1\}$).

<table>
<thead>
<tr>
<th>SNP</th>
<th>Control</th>
<th>Case</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (Other allele)</td>
<td>$C_{00}$</td>
<td>$C_{01}$</td>
<td>$C_{0*}$</td>
</tr>
<tr>
<td>1 (Risk allele)</td>
<td>$C_{10}$</td>
<td>$C_{11}$</td>
<td>$C_{1*}$</td>
</tr>
<tr>
<td>Sum</td>
<td>$C_{00} + C_{01} + C_{0*}$</td>
<td>$C_{10} + C_{11} + C_{1*}$</td>
<td>$C_{*}$</td>
</tr>
</tbody>
</table>

### Formula for related measures of association and LD

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Formula</th>
<th>Asymptotic distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>log odds ratios</td>
<td>$\log \left( \frac{C_{11} + C_{00}}{C_{01} + C_{10}} \right)$</td>
<td>Gaussian</td>
</tr>
<tr>
<td>$r^2$</td>
<td>$\frac{(C_{00} - C_{11})^2}{C_{01}C_{10}}$</td>
<td>Chi-square</td>
</tr>
<tr>
<td>$D'$</td>
<td>$\frac{C_{11} - C_{10}C_{01} - C_{01}C_{10} + C_{00}C_{11}}{C_{01}C_{10}}$</td>
<td></td>
</tr>
</tbody>
</table>

Association tests are used to detect the SNPs significantly associated with the cases (thus potentially to the disease) under the study. Examples of the tests include Pearson’s chi square ($\chi^2$) [55], logistic regression [14], Fisher’s exact test [35] or Crohnan-Armitage’s test for trends [16]. These tests are performed over the allele frequencies of the case and control groups, and their outcomes are used to calculate a $p$-value for each SNP. The SNPs with sufficiently small $p$-values, for example, below 10$^{-7}$, are selected as putative markers. The associations between the markers and the disease can be quantified using odds ratios (mostly with a confidence level of 95%) or log-odds ratios. For each SNP, three odds ratios are computed, for the risk allele, heterozygote and homozygote respectively. Note that SNP-disease associations (the $p$-values and the odd-ratios) can be evaluated not only at the single SNP frequency level, but also at the level of haplotype (allele combinations involving multiple SNPs), which was shown a stronger statistical power than the genotype-based tests. To achieve this, a class of algorithms called the phasing algorithms [2] will be first applied to infer the most likely haplotypes of the individuals (two haplotypes for each individual) in the case and control group from their genotypes.

Once putative markers have been detected, the study often moves on to map their associations with other SNPs in the same loci, which is referred to as the linkage disequilibrium (LD) [56]. This typically involves measurement of pair-wise allele frequencies (the frequencies of specific two-SNP allele combinations), and calculating statistics such as sensitivity indices ($D'$) or coefficients of correlation ($r^2$) over the frequencies. These statistics can help identify other SNPs also related to the disease.

One last step of GWAS is to replicate the study on other case and control groups to verify whether the association between the SNP markers and the disease, as identified in prior steps, can also be observed from those populations.

Table 2 lists the formula for calculating aforementioned test statistics. These statistics are routinely published in GWAS papers [30, 59, 58, 62, 43]. Typically, $p$-values of tens or sometimes hundreds of SNPs are reported. Thousands of $r^2$ or $D'$ that reflect the LD among these SNPs are often illustrated in figures, and can be acquired from authors without any restrictions. Sometimes, detailed accounts of replication studies are also made public, which discloses multiple populations with identical allele-frequency distributions, and can therefore be used in Homer’s attack and our attack elaborated in the follow-up sections.

### 2.2 Homer’s Attack

A statistical attack recently proposed by Homer, et al [42] is believed to threaten the privacy assurance in current GWAS. Homer’s technique is primarily designed for analyzing genotypes. It can also be applied to the data after phasing [2] in which two allele sequences (each corresponding to one copy of DNAs inherited from one parent) are derived. This process is actually increasingly used in GWAS [62, 60, 20, 15, 26, 29]. For simplicity of presentation, here we describe this attack on phased genotypes, i.e., haplotypes or SNP sequences.

In Homer’s attack, the attacker is assumed to already have a high-density SNP profile of the victim, which can be extracted from a small amount of blood sample. This assumption is realistic, as the cost of genotyping is becoming increasingly affordable [4]. What the attacker wants to determine is the presence of an individual in the case group, an indicative of her contraction of a disease.

To this end, the attacker measures the distances between the allele frequency of every SNP $j$ on the profile, $Y_j \in \{0, 1\}$, and the corresponding frequencies in the reference $Pop_j$, and a mixture $M_j$ respectively. These distances are used to compute the following statistic:

$$D(Y_j) = |Y_j - Pop_j| - |Y_j - M_j|$$

Assuming that the distributions of individual SNPs’ allele frequencies in the mixture and the reference population are identical, $D(Y_j)$ will have the same distributions across all independent SNP $j$. As a result, their sum, according to the central limit theorem, will converge to a normal distribution. The mean of the distribution is zero if the victim is not in the case group, and positive otherwise. Using statistical hypothesis testing, the authors found that 25,000 SNPs of a member in a mixture built from the HapMap resulted in a $p$-value below 10$^{-4}$, given the null hypothesis that she does not belong to the mixture.

To apply Homer’s attack to GWAS, one needs to have a reference population with an identical distribution of allele frequencies to that of case groups. As discussed before, this could be achieved by taking advantage of the outcomes reported by replication studies or other studies on the same disease. A problem here, however, is the requirement for the information of tens of thousands of SNPs from both the case group and the reference population, which is hard to come by from research papers alone. Moreover, GWAS research typically reports test statistics, instead of allele frequencies. A more credible threat, therefore, is expected to work on the statistics and rely on the information related to a relatively small set of SNPs, on the order of tens or hundreds. Such a threat is discovered in our research to be completely realistic.?

### 3. OUR ATTACKS

In this section, we elaborate our attacks on GWAS. We start with a technique that finds allele frequencies from statistics, the foundation for the attacks. Then, we present a statistical attack that works on a small set of pair-wise frequencies, and an integer-programming attack that is capable of recovering hundreds of SNPs at some loci. We also discuss the limitations of simple countermeasures to these attacks.

### 3.1 From Statistics to Allele Frequencies

A SNP contains a major allele, denoted by 0, and a minor allele, 1. Their individual frequencies and the allele frequencies of SNP pairs (00, 01, 10, and 11) contain a large amount of information. The former is the main ingredient of Homer’s attack, and both are needed in our attacks, as elaborated in Section 3.2 and 3.3. A

---

2This apparently can be determined by comparing the victim’s profile with the outcomes of the GWAS on the disease. The problem here, however, is that more often than not, GWAS actually reports inconclusive results.
GWAS typically reports the allele frequencies for the SNPs identified as putative genetic markers for a disease. For other SNPs, however, only their $p$-values and LD statistics, $r^2$ or $D'$, are published. Therefore, the first problem an attacker needs to solve is how to recover the frequencies from publically-available statistics.

This step is by no means trivial. For example, though the mapping between a $p$-value and the outcome of an association test is typically one-on-one, there could be multiple frequencies that correspond to that outcome. For example, using Pearson’s chi square, a $p$-value of 0.01 was found to associated with 80 possible SNP frequencies in a population studied in our research. The problem is further complicated by the fact that published statistics typically have low precisions, which makes determination of their input frequencies even more difficult.

On the other hand, the statistics published by a GWAS are often connected: for example, the $p$-values of individual SNPs are bridged by the $r^2$ between them. Such a connection can be leveraged to reveal their corresponding allele frequencies, which we elaborate below.

**Inference of single SNP allele frequencies.** We found that the allele frequencies of single SNPs can be restored by “propagating” a genetic marker’s frequencies to other SNPs through their linkage disequilibrium, often described by $r^2$ or $D'$. Loosely speaking, such a correlation tells us how likely one SNP of an individual can be used to infer some of her other SNPs. The $r^2$ between two SNPs, as illustrated in Table 2, can also be calculated as follows:

$$r^2 = \frac{(C_{00}N - C_{00}C_{00})^2}{C_{00}C_{10}C_{00}C_{10}}$$

(2)

where $N$ is the size of the population, $C_{00}$ is the counts of the pairs of the SNPs’ major alleles, $C_{00}$ and $C_{10}$ are the counts of the first SNP’s major and minor alleles respectively, and $C_{10}$ and $C_{11}$ are the allele counts of the second SNP. In the case that the first SNP is actually a marker, whose counts ($C_{00}$ and $C_{10}$) are known, $C_{20}$ and $C_{11}$, which are interdependent, can be determined by the $r^2$ once $C_{00}$ is known. Actually, $C_{00}$ also relates to $C_{00}$, $C_{01}$ and $N$. Using these relations as constraints, we can find solutions for $C_{00}$ and $C_{11}$ through constraint solving [1]. This can be done efficiently, as the searching space here is bounded by $N^2$.

It is possible, however, that those constraints are satisfied by more than one solution. To make the solution unique, we need to find more constraints. An immediate one is the $p$-value of the second SNP, which is computed over the SNP’s allele counts in both case and control populations. Other constraints come from the relations among SNPs, as illustrated in Figure 1. Consider three SNPs, $S_1$, $S_2$ and $S_3$, where $S_1$ is a marker. Besides the aforementioned constraints that exist in pairs ($S_1$, $S_2$) and ($S_1$, $S_3$), $r^2$ for ($S_2$, $S_3$) can also be leveraged. Similarly, more constraints can be found by looking into the correlations among more SNPs. This approach was demonstrated to be very effective in our research: it completely recovered single SNP frequencies from the statistics with only moderate precisions ($r^2$ rounded to 2 decimal places, given a population of 200 individuals). Though we discuss our technique here using $r^2$, the same approach can also be applied to $D'$.

**Recovery of pair-wise frequencies.** From the allele frequencies of individual SNPs, pair-wise frequencies can be directly calculated. Specifically, solving Equation 2 with $r^2$, $C_{00}$, $C_{10}$, $C_{01}$ and $C_{11}$ gives us $C_{00}$. The counts of other pair-wise alleles, $C_{01}$, $C_{10}$ and $C_{11}$, are found from the following linear equations:

$$C_{01} = C_{00} + C_{11}$$

$$C_{10} = C_{10} + C_{11}$$

$$C_{01} = C_{00} + C_{10}$$

$$C_{11} = C_{01} + C_{11}$$

(3)

**Inaccurate statistics.** A practical hurdle for our attacks is that the published statistics are often of low-precision. This can be handled by changing Equation 2 to an inequality, giving $r^2$ a range of acceptable values. Specifically, we use the following constraint to find single-SNP allele counts:

$$L < \frac{(C_{00}N - C_{00}C_{00})^2}{C_{00}C_{10}C_{00}C_{10}} < U$$

(4)

where $L$ and $U$ are the lower and upper limits of $r^2$ respectively.

A more serious problem is that in some cases, published $r^2$ can be inconsistent with each other, and with population size and $p$-values. The problem happens in the GWAS that does not phase genotypes and instead, uses maximum likelihood estimation (MLE, e.g., function LD() in R [11]) to estimate a pair-wise allele frequency independently from other frequencies. A solution can be using integer programming to estimate a set of frequencies that minimizes the distance between the $r^2$ computed from them and published statistics. This treatment could bring in some incorrect frequencies that might impact on the follow-up analysis. Fortunately, with the development of phasing techniques nowadays, more and more GWAS works on haplotype [9] and therefore reports the statistics computed from consistent pair-wise frequencies.

**Signs.** An important piece of information for our statistical attack (Section 3.2) is sign, which is determined by the equality $C_{00}C_{11} > C_{00}C_{10}$. it is positive if the inequality holds, and negative otherwise. It is conceivable that signs are much easier to recover than allele frequencies, which can actually be used to compute the signs. In our research, we first ran our constraint solver on $C_{00}C_{11} > C_{00}C_{10}$, together with other constraints for inferring frequencies, and then on $C_{00}C_{11} < C_{00}C_{10}$. The sign is recovered if no solution is found in one of these two cases.

**3.2 A Statistical Attack**

We follow the strategy proposed by Homer et al. to design our statistical attack. The goal of our attack is to determine the likelihood of a victim to be in a case group of a GWAS study based on one given SNP sequence of a victim. To achieve this goal, we first establish a reference group (Figure 2), consisting of the SNP sequences from a group of individuals, drawn from a reference population with the same genetic background as the case group. The International HapMap project [8] provides a large source of samples for this exercise, containing individuals from various ethnic groups, including Nigeria (Yoruba), Japan/China and US residents with ancestry from Northern and Western Europe. In Section 4.2, we will show that the statistical power of our attack relies on the selection of the reference group. However, even when the reference group does not completely mimic the genetic background of the case group, the attack still works, although with a lower power.

Once the reference group is established, we propose a hypothesis test on the SNP sequence of the victim to determine her presence.

---

**Figure 1: Recover allele frequencies.**
in the case group. A high confidence estimated by this test indicates that the victim’s SNP sequence is significantly closer to the reported LD structure (measured by the pair-wise $r^2$ values) than any other sequence in the reference group, and it is unique enough for identifying the victim. Below we describe this test statistic in details.

**Test statistic.** Given $N$ sequences of $M$ neighboring SNPs in the genome, we define the *signed* allele correlations $r_{ij}$ between two SNPs $i$ and $j$ ($1 \leq i < j \leq M$) as $r_{ij} = \frac{C_{ij}C_{00} - C_{0i}C_{0j}}{\sqrt{C_{i0}C_{00}C_{0i}C_{0j}}}$, where $C_{pq}$ is the pair-wise allele counts, i.e. the number of haplotypes with allele $p$ ($p \in \{0, 1\}$) at SNP $i$ and allele $q$ ($q \in \{0, 1\}$) at SNP $j$, and $C_{pq} = C_{00} + C_{0i}$ and $C_{pq} = C_{00} + C_{0j}$.

The signed allele correlations can be computed solely from a set of given SNP sequences, and thus can be easily computed from the reference group (denoted as $r^R$, Figure 2). On the other hand, although the signed allele correlations of the case individuals (denoted as $r^C$) usually are not reported in GWAS papers (they publish $r^2$ instead), most (if not all) of them can be derived from the reported data, i.e., $r^2$ with signs recovered from constraint solving (Section 3.1). To test on the SNP sequence of the victim, $H = h_1h_2...h_m$ (where $h_i \in \{0, 1\}$ is an allele), we first transform it into pair-wise indicators, $Y_{pq}^R$: for any pair of SNPs $i$ and $j$ and pair of alleles $p$ and $q$ ($p, q \in \{0, 1\}$), if $h_i = p$ and $h_j = q$, $Y_{pq}^R = 1$; otherwise, $Y_{pq}^R = 0$. Note that for a specific pair of SNPs, there is one $Y_{pq}^R = 1$ and three $Y_{pq}^R = 0$, among four possible allele pairs (i.e. 11, 10, 01 and 00). Now we are ready to define the hypothesis test statistic, $T_r$ as,

$$T_r = \sum_{1 \leq i < j \leq N} T_{ij} = \sum_{1 \leq i < j \leq N} \frac{\left( (Y_{00}^R + Y_{11}^R) - (r^R_{ij} + 1)/2 \right) - (Y_{i0}^R + Y_{j0}^R) - (r^C_{ij} + 1)/2)}{(Y_{i0}^R + Y_{j0}^R)}.$$

(5)

It is worth pointing out that because the signed allele correlation $r$ ranges from $-1$ to $1$, for the validity of the test statistic, we compare the pair-wise allele frequency of the victim ($Y_{ij}$) with $(r + 1)/2$ of the case and reference groups, respectively, which are non-negative (ranging from 0 to 1). Based on the null hypothesis that the to-be-tested sequence (of the victim) is not within the case group$^4$, we have $E(T_r) = 0$. However, if the sequence is indeed in the case group, the expected contribution of this instance to a specific signed allele correlation $r_{ij}$ in the summation $\sum_{1 \leq i < j \leq N}$ is non-negative for any pair of SNPs $i$ and $j$ and any pair of alleles 11, 10, 01 or 00 (see Appendix 1 for a proof). Therefore, the sum statistic of $T_r$ is valid. In Appendix 2, we also give a sketch of the proof that $T_r$ is close to an optimal test statistic assuming $r$ approximately follows a normal distribution. Notably, even though the test statistics proposed here has a similar form as the one proposed by Homer et al. [42], it sums over $\binom{m}{2}$ variables (i.e. signed allele correlations) instead of $m$ independent SNPs, and hence, as we will show in Section 4.2, it results in a much more powerful attack.

**Markov model estimation.** However, since the signed allele correlations ($r_{ij}$) are not completely independent, we cannot assume the distribution of $T_r$ under the null hypothesis is normal. With the limited size of available reference population from the HapMap project, we resorted to the Markov chain modeling and sampling techniques to simulate data for estimating the confidence of our statistical attack. Markov models, both (inhomogeneous) Markov

$^4$Note that this is sufficient for determining one’s presence in the case, because common sequences can actually be present in both the case and reference populations.

---

Model [38, 47, 52] and Hidden Markov Model [46, 52], have been used extensively in modeling SNP sequences. In our research, we constructed an inhomogeneous 1st order Markov model by a maximum likelihood approach from a limited number of haplotypes obtained from HapMap website (as the training dataset). The model parameters, including one set of initial probabilities and $m - 1$ set of transition probabilities, can be directly estimated based on the counts for single SNPs and the neighboring SNPs pairs in the training dataset. Once the Markov model is built, it can be used to draw unlimited number of haplotypes with a similar genetic background as the ones in the training dataset. In each simulation, at least 1000 case and reference groups (each with 50-1000 haplotypes) are sampled, and the test statistics $T_r$ is computed for each of these paired case/reference populations.

Using this technology, we studies how the power of the test statistics is affected by various GWAS aspects such as the SNP sequence of the victim, the case group size, the resemblance between the reference and case group, and the precision of reported $r^2$ and missing values of $r^2$, etc.

**Reference population.** A practical attack needs a reference population that preferably resembles the case group in the distribution of $r$. Such a population can come from various sources, e.g., replication studies on different populations, or reuse of the case data for a new study. Among these, of a particular interest is the possibility that one could actually acquire the genomes of the reference population through signing an agreement. Though privacy agreements legally bind researchers against revealing the genomic data under study, it does nothing to stop an attacker using the collected data as a reference population to compromise the privacy of individuals involved in other datasets, for which she has no obligation. Actually, in Section 4.2, we demonstrate that even a bad reference, with an $r$ distribution deviated from the case group, can
allow us to identify some individuals with high confidence.

**Encoding nucleotides.** A problem an attacker has to tackle is to translate the victim’s nucleotides (A, T, C, G) acquired from genotyping into alleles (0 or 1). These alleles are determined from the population studied in a GWAS: for the two nucleotide values a SNP can take, the popular one is encoded as 0, and the other as 1. The attacker, who does not have direct access to the population, needs to figure out how to encode the victim’s nucleotides before launching the attack. A solution is to utilize the HapMap to identify major alleles, which is often very effective, as observed in our research.

3.3 An Integer-Programming Attack

Given pair-wise allele frequencies for a whole locus that involves tens of or even a couple of hundred SNPs, the idea of recovering individuals’ SNPs can become really enticing. We believe that this can actually be done with proper techniques. In this section, we report such an attack based upon integer programming.

Illustrated in Figure 3 is the sequences of $N$ individuals, each containing $M$ SNPs. These SNPs form an $N$ by $M$ matrix, below which are their LDs. Our attack attempts to recover the whole or part of the matrix from the LDs that are in the form of pair-wise allelic frequencies. To this end, we designed a “divide-and-conquer” approach described below.

- **Step 1:** We first build a system of linear equations upon the equality constraints derived from pair-wise allele counts and the number of the participants. Figure 4 describes an example that works on a 3-SNP block. The block can have total 8 possible haplotypes whose counts are denoted by $\vec{X} = \lfloor x_0 \cdots x_7 \rfloor$. Given 12 pair-wise frequencies (each pair can take 4 alleles), we can build 12 linear equations: the first equation represents the counts of the allele “00” for the first two SNPs, the second is the count of “01” for the same SNP pair, and other pair-wise counts are described by the remaining equations. Such a system is then solved using Gaussian elimination, and its solution set can be represented in a parametric form that includes a set of free variables. In the example, the solutions are described by $\vec{X} = \vec{a} \cdot \vec{x} + \vec{b}$, where $\vec{a}$ and $\vec{b}$ are two constant vectors as illustrated in Figure 4, and $\vec{x}$ is a free variable.

- **Step 2:** The ranges of the free variables are determined by integer programming. We first add in inequality constraints that require all the solutions to be non-negative. Then, for every free variable, a pair of integer programming problems are solved to minimize and maximize its value under the constraints. This gives us the acceptable range of the variable. Figure 4 displays the inequality constraints for the example, under which $\min x_7$ and $\max x_7$ reveal that the variable can take 0 or 1.

- **Step 3:** In the presence of multiple free variables, we need to exhaustively search their value ranges to find a combination that satisfies all the constraints. This is an exponential problem. However, its scale can be controlled by adjusting block size. Every combination found is fed into the parametric solution of the linear equation system, which gives us the haplotype counts we are looking for.

Connecting different blocks. After restoring haplotypes for individual blocks, we move on to link different blocks together based on the LDs between them. The SNPs in different blocks typically have weak correlations. However, the aggregate connections from individual SNP pairs can be strong between two large blocks. We took a strategy in our research that first merges blocks with strong LDs into a large block, and then bridges it to other blocks. To connect two blocks, we again use a vector of variables to represent the counts for individual combinations of the haplotypes from different blocks. For example, consider two 3-SNP blocks, each with two haplotypes: (“001” and “011”) for one and (“100” and “110”) for the other; our approach generates 4 variables to represent the counts for (“001”“100”), (“001”“110”), (“011”“100”) and (“011”“110”) respectively. In general, two blocks with $m$ and $n$ different haplotypes respectively bring in $mn$ variables. The solutions for those variables are computed through integer programming, as does the step for recovering individual blocks.

A problem arises when the number of haplotypes in each block is large, which makes the number of variables even larger. As a result, the time integer programming takes to find a solution can increase exponentially. In our research, we adopted a simple technique to mitigate this problem. For the part of a SNP sequence where LDs are weak, our approach cuts blocks in a way that allows two blocks to share a set of SNPs. Those SNPs let us look at the common part of the haplotypes from different blocks, and as a result, help

### Figure 3: Recover individuals' SNPs

Human DNA information is passed from one generation to another in a way that recombinations occur much more frequently between two SNP blocks, called *haplotype block*, than within a block. As a result, a haplotype block typically contains only a small number of combinations (i.e., haplotypes) of SNP values. To leverage this property, our attack partitions a SNP sequence into blocks according to their LDs, to ensure that the SNPs on the same block have strong connections. Then, integer programming is utilized to find out the haplotypes within individual blocks that satisfy the constraints of pair-wise frequencies and single-SNP frequencies. Finally, haplotypes in different blocks are connected based upon the LDs between these blocks.

### Recovering individual blocks.

GWAS participants’ SNP sequences within a block are actually described by the counts of different haplotypes. Therefore, the first stage of our attack focuses on determining those counts. Let $\lfloor x_0 \cdots x_{2^l-1} \rfloor$ be a vector of integer variables that represent the counts of individual haplotypes, where $l$ is the number of the SNPs on a block. Note that individual SNP can only have two values, and thus $2^l$ is the total number of different haplotypes in the block. To find a solution for the vector, our approach takes the following three steps:
reduce the number of variables. Consider two blocks, A and B, with an overlap that includes k haplotypes. For each haplotype i (1 ≤ i ≤ k), suppose that it is attached to m_i different haplotypes in A and n_i in B. This gives us at most \( \sum m_i n_i \) different ways to connect the haplotypes from different blocks. Figure 5 presents an example in which two blocks with 3 and 2 haplotypes respectively have an overlap involving 2 haplotypes. We need 3 variables to describe all possible haplotype combinations between these blocks, instead of 6.

**Identification of an individual.** Once we obtain a solution (a set of SNP sequences), we could compute the corresponding test statistic \( T_r \) (based on the \( r^2 \) values for the case, and a reference sample available) and estimate the identification confidence of each of the sequences. If one sequence receives a small \( p \)-value, it is probably a correct solution, and the individual with the sequence (known to us now) is probably in the case group; on the other hand if a sequence receives a large \( p \)-value, the sequence could either be wrong or not unique enough to determine a person. Actually, a sequence with a high identification confidence can reveal a lot of information about its owner. For example, if it happens to contain the SNPs related to observable phenotypes, Malin’s attack [49] could be applied to the individual associated with the sequence, even if the attacker does not have the victim’s DNA profile a priori.

### 3.4 Limitations of Simple Defense

Immediate mitigation of the threat to test statistics includes reducing the precision of published statistics, or publishing less data. These measures will undoubtedly make our attacks more difficult to succeed. However, their practical implementation is by no means trivial: without a well-thought-out plan, they will either significantly undermine the scientific value of GWAS papers, or fail to stop our attacks. In this section, we discuss the impacts those measures can have on our techniques.

**Low-precision statistics.** As described in Section 3.1, our approach recovers allele frequencies by propagating genetic markers’ frequencies to other SNPs through their LDs. The markers’ frequencies are among the most important outcomes of a GWAS and therefore have to be released. What the defender can do here is to downgrade the precision of LD statistics. This, unfortunately, is often insufficient for blocking the information that can be used to recover allele frequencies. The fundamental problem here is that all the statistics, \( p \)-values of individuals SNP and \( r^2 \) for SNP pairs, are correlated. Such correlations, together with the marker’s frequencies and the size of a case group, can make up for the information loss caused by coarse-grained statistics. Consider the example in Figure 1: the LD between SNPs \((S_1, S_2)\), affects the relation between \((S_2, S_3)\), given the constraints of the total number of participants; the LDs of \((S_1, S_2)\) and \((S_2, S_3)\) further constrain that of \((S_1, S_3)\). Our approach leverages such relations and therefore is very robust to inaccurate statistics. An experimental study reported in Section 4 shows that given \( r^2 \) rounded to 2 decimal places (only 1 decimal place for \( r \)), we still restored more than 50% of pair-wise allele frequencies and all the signs.

The integer-programming attack can still work in the absence of some frequency constraints, though this can result in multiple solutions. These properties of our attacks were evaluated through an experimental study, which is reported in Section 4.

**Thresholds.** Publishing less data can certainly make it more difficult for an attacker to infer sensitive information. However, it equally renders GWA papers less informative. An obvious solution is to use a threshold to remove the data deemed insignificant to the research. The question is how to set such a threshold. For example, in Figure 3, all the \( r^2 \) values below 0.01 are dropped. However, we can still figure out haplotype frequencies for individual haplotype blocks using the \( r^2 \) within blocks, and connect different blocks together by running a maximum likelihood estimator over the remaining LDs between blocks. Moreover, if the remaining data contains sufficient information for recovering signs, our statistical attack still works.

We believe that a one-size-fits-all threshold does not work for GWAS. Techniques need to be developed to assess the outcomes of individual research to compute a customized threshold that enables dissemination of the findings of a study without compromising the privacy of its participants.

### 4. EVALUATIONS

This section reports an experimental study of the techniques we propose. The objective is to demonstrate that the threats of our attacks are realistic. Like the prior work [42], our study was based upon the real haplotypes from the HapMap project [44] (http://www.hapmap.org/). More specifically, we used haplotype sequences at FGFR2 locus (around SNP rs1219648) in the HapMap phase 3 release 2, which covers 200kb region from SNP rs12354864 (human reference genome b36 location 123189345) to SNP rs7900009 (human reference genome b36 location 123480068). The locus was chosen because it was recently reported in a GWAS paper [43] to be associated with the risk of sporadic postmenopausal breast cancer, and the linkage disequilibrium plot with measures of \( r^2 \) for the 174 SNPs in the locus is directly available in the paper (as did routinely in most GWAS articles), which makes it a proper target of our attack. Note the real haplotypes used in our evaluation are not from the individuals used in the study reported by the GWAS paper [43] as per our abstract.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>x_0 + x_1 = 1</td>
<td>( x_0, x_1 )</td>
<td>( x_0 )</td>
<td>if ( x_7 = 0 ), solution = 1</td>
</tr>
<tr>
<td>x_2 + x_3 = 1</td>
<td>( x_2, x_3 )</td>
<td>( x_2 )</td>
<td>0</td>
</tr>
<tr>
<td>x_4 + x_5 = 1</td>
<td>( x_4, x_5 )</td>
<td>( x_4 )</td>
<td>0</td>
</tr>
<tr>
<td>x_6 + x_7 = 1</td>
<td>( x_6, x_7 )</td>
<td>( x_6 )</td>
<td>0</td>
</tr>
<tr>
<td>x_0 + x_1 = 1</td>
<td>( x_0, x_1 )</td>
<td>( x_0 )</td>
<td>0</td>
</tr>
<tr>
<td>x_2 + x_3 = 1</td>
<td>( x_2, x_3 )</td>
<td>( x_2 )</td>
<td>0</td>
</tr>
<tr>
<td>x_4 + x_5 = 1</td>
<td>( x_4, x_5 )</td>
<td>( x_4 )</td>
<td>0</td>
</tr>
<tr>
<td>x_6 + x_7 = 1</td>
<td>( x_6, x_7 )</td>
<td>( x_6 )</td>
<td>0</td>
</tr>
</tbody>
</table>

**Figure 4:** Recover individual blocks
Table 3: Infer Frequencies and Signs

<table>
<thead>
<tr>
<th>Statistics Precision</th>
<th>Recovered Information %</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r^2$</td>
<td>$p$-value</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>0.1</td>
<td>0.000001</td>
</tr>
<tr>
<td>0.01</td>
<td>*</td>
</tr>
<tr>
<td>0.001</td>
<td>*</td>
</tr>
<tr>
<td>0.0001</td>
<td>*</td>
</tr>
</tbody>
</table>

but instead from the HapMap database, due to privacy concerns. In our experiment, we randomly chose a population of 200 with Africa backgrounds, half as cases and other half as controls. Association statistics of the population were first computed, including pair-wise $r^2$ of the case group and $p$-values of individual SNPs estimated from Pearson’s chi-square. Our attacks were evaluated over these statistics, together with the knowledge of the sizes of the case and control groups and the allele frequencies of a SNP treated as a genetic marker (SNP rs1219648). Such information is typically reported in a GWAS paper and its supplementary materials, or at the very least, can be conveniently acquired from authors of the paper. Following we describe our evaluation of the techniques for inferring allele frequencies, identifying individuals and recovering SNP sequences.

4.1 Inferring Allele Frequencies and Signs

The first step of our attack was to infer the allele frequencies for both individual SNPs and SNP pairs from the statistics. Our approach started with the marker and propagated its frequencies to other SNPs through their $r^2$. During this process, a constraint solver (cream [11]) was used to search for the unique solutions for the allele counts and the pair-wise allele counts within the population under the constraints posed by the $r^2$, the $p$-values and the population sizes, as described in Section 3.1. The solver also recovered the signs of $r$, if they could be uniquely determined. In our experiment, we evaluated this approach against the statistics with various precisions. The outcomes are illustrated in Table 3.

The experiment demonstrates the prowess of our technique. Given an $r^2$ rounded to 2 decimal places, which amounts to 1 decimal place for $r$, we successfully recovered all the single-SNP frequencies, half of pair-wise frequencies and almost all the signs for $r$, regardless of the precisions of $p$-values. 95% of pair-wise frequencies were identified when the precision of $r^2$ reached 4 decimal places. An interesting observation is that $p$-values could make up for the loss of precision in $r^2$: an $r^2$ of 1 decimal place, once paired with a $p$-value of 5 decimal places, could be used to restore more than 30% of signs. On the other hand, GWAS papers typically offer $p$-values rounded to 4 to 5 decimal places (often in the supplementary materials [58, 54, 64, 40]), and $r^2$ even to 8 decimal places [43]. This is more than enough for our attack.

4.2 Identifying Individuals

Evaluation of the power of the $T_r$ statistic based on simulation experiments. Based on reference groups drawn from the first order inhomogeneous Markov chain (see section 3.2), we estimated the power of our statistical attack. If not mentioned otherwise, the simulation model is built from the FGFR2 loci with 230 SNP sequences of the YRI population (Yoruba in Ibadan, Nigeria) from the HapMap database. We first compared our attack with the one proposed by Homer et al. We found that the power of statistical attack on $r^2$ using the $T_r$ statistic is much higher than the attack on single SNP profiles, using the statistic $T_p = \sum_j D(Y_j)$, where

$D(Y_j)$ is defined in equation 1, akin to the statistic proposed by Homer et al. (see Figure 6). Let $H_0$ be the null hypothesis (the victim is not in the case group), and let $H_A$ be the alternative hypothesis (the victim is in the case group). We note that the power of the statistic is higher if the overlapping portion of the two distributions (under $H_0$ and $H_A$, respectively) is smaller (Figure 6). We estimate the distribution of $H_0$ by sampling the victim and the cases independently, and the distribution of $H_A$ by including the victim’s SNP sequence into the sampled case group. For 200 sequences of 174 SNPs at the FGFR2 locus in each of the case and control groups, $T_r$ statistic can identify 80% of individuals in the case group at fixed type I error of 0.05 (or 95% confidence), while $T_p$ statistic can only identify around 9%. Note that the lower bound of the power for any statistic equals type I error (5%); thus $T_r$ statistic is about 20 times more powerful. For $T_p$ to reach a similar power, around 30 times more SNPs are required (i.e. 5000 SNPs).

We next analyzed the performance of the statistical attack under the setting of different parameters, including the SNP sequence of the victim, the case group size, quality of the reference group and the precision of reported $r^2$. Using the simulation based on the Markov model for human populations, we found that $T_r$ approximately follows a normal distribution (Figure 6), and the standard deviation of the distribution under the null hypothesis is nearly constant with respect to various SNP sequence of the victim and various ethnic group the cases belong to, as long as the sample size and number of SNPs are fixed. This implies that we may not need to re-deduce the null distribution for every test carried out. Interestingly, on the contrary, the power of attack actually depends on all these factors. In a set of simulations with 100 SNPs, 200 cases and 200 references, we found that power of attack can vary from 30% to 80% (with average 62% and standard error 11%) depending on the SNP sequences of the cases. When we looked into the ethnic group of the cases, we found that the power for cases from Africa (population YRI, Yoruba in Ibadan, Nigeria) is higher than those from central Europe or east Asia (data not shown), indicating that some individuals (from some ethnic groups) are easier to be identified than others, presumably because they carried more sensitive SNPs than the others. Finally, we examined the power of attack on cases with various sizes, ranging from 50 to 1600 (table 4). Note that even when the case is very large (e.g. 1600, larger than typical GWAS studies), there are still a significant proportion (18.1%) that even when the case is very large (e.g. 1600, larger than typical GWAS studies), there are still a significant proportion (18.1%) that even when the case is very large (e.g. 1600, larger than typical GWAS studies), there are still a significant proportion (18.1%) of cases who can be identified confidently. This result suggested that with a single locus (of 174 SNPs), our statistical attack has the potential to identify many individuals in a typical GWAS study.

We evaluated our attack against two types of defenses, namely the low precision approach (only providing low precision values for $r$ in the GWAS paper) and the threshold defense (removing $r$ values below the threshold). We found the performance of the statistical test is very robust to both countermeasures. At very strong defense level, e.g. threshold 0.1 for $|r|$, or the precision level of
In the left plot, Case/Ref/Test SNP sequences are taken from YRI (Yoruba in Ibadan, Nigeria), while Test1 haplotypes are from a different population JPT+CHB (Japanese in Tokyo, Japan, and Han Chinese in Beijing, China). In the right plot, Case/Ref/Test are from JPT+CHB, with Test1 from YRI. (B) Realistic attacks using average references. Legend should be interpreted the same as in A except that there is no Test1. Here cases are taken from yri population, whereas references are taken from a different (but related) population ASW (African ancestry in Southwest USA) (C). Estimated p-values for the attack shown in the right plot of A. The variance under the null distribution were estimated by $T_r$ values from the groups of Test and Test1.

### Table 4: Dependence of the statistical power of the $T_r$ on sample size based on the simulation on the FGFR2 locus. $N$ is the number of SNP sequences in the case groups (the same as the number in the reference group).

<table>
<thead>
<tr>
<th>$N$</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
<th>800</th>
<th>1600</th>
</tr>
</thead>
<tbody>
<tr>
<td>power (%)</td>
<td>99.9</td>
<td>88.7</td>
<td>67.2</td>
<td>40.4</td>
<td>36.2</td>
<td>18.1</td>
</tr>
</tbody>
</table>

### Table 5: Percentage of statistical power (at 0.05 Type I error) left at various precision of input data $r^D$. The power is estimated based on 1000 rounds of simulated attacks. The number of cases and controls are both 200. The individual SNP sequences were randomly drawn from the inhomogenous Markov Chain built on 230 SNP sequences of the FGFR2 locus from the HapMap phase 3 YRI (Afric population).

<table>
<thead>
<tr>
<th>Precision of $r^D$</th>
<th>0.5</th>
<th>0.2</th>
<th>0.1</th>
<th>0.01</th>
<th>0.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>% power $\pi$ left</td>
<td>12</td>
<td>74</td>
<td>85</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

1 decimal place, majority of the statistical power (79% and 85% respectively) is retained. The results are shown in table 5.

### The power of realistic attacks

The simulations described above can generate a large set of SNP sequences, thus enabled us to systematically analyze the power of our statistical attack. As a further step, we want to evaluate the performance of the statistical attack with a realistic setting. Three types of attacks were experimented (Figure 7). In each of them, three groups (C - case group, R - reference group, and T - test group) of real SNP sequences of FGFR2 locus are retrieved from different populations in HapMap database (see section 3.2 for details); then, for each SNP sequence $H$ from Case, Reference, and Test, $T_r$ is computed based on $H$ and $r$ values from Case and Reference (see figure 2). Note that the individuals in the test group are completely independent from the case and the reference, and therefore the mean of their $T_r$ is zero. In the first two types of attacks, Case and Reference individuals are taken from a same population (YRI, Yoruba in Ibadan, Nigeria, or JPT+CHB, Japanese in Tokyo, Japan, and Han Chinese in Beijing, China). This mimics the situation where we have a good reference sample that resemble the case group very well. In the third type of experiments, Case (from YRI) and Reference (from ASW - African ancestry in Southwest USA) are taken from a different but related population. This mimics the situation where we do not have a good reference sample, but have to use an average reference sample available from a public data source. For each experiment, with the case and reference SNP sequences fixed, $T_r$ value is computed for each SNP sequence in the case, reference, and the test groups.

The results from these realistic attacks are promising. For the two experiments with good references, many individuals in the case group receiving higher $T_r$ values than individuals from other groups (Figure 7B), suggesting that many SNP sequences in the case group can indeed be identified with relatively high confidence, with p-values from 0.01 to $10^{-5}$ (Figure 7C and data not shown). While for the situation where an average reference is used, there will be a drop of the discrimination power (Figure 7C compared with figure 7B right), however there is still a significant amount of power left, making the attack still possible. Note that in many GWAS studies, data for more than one loci are provided, which makes the attack is even more powerful.

To estimate the confidence ($p$-values) for each victim, we only need to estimated the variance of $T_r$ under the null hypothesis.

### 4.3 Recovering SNPs

We implemented the Integer-Programming attack using Matlab, based upon two toolboxes, ref [6] for solving systems of linear equations, and bintprog [3] for integer programming. This implementation was run on our dataset to recover the SNP sequences for all 100 individuals from their pair-wise allele frequencies. In the attack, we partitioned the sequences into small blocks according to the LDs of the locus, as demonstrated by the $r^2$. Block size varied around 10 SNPs. Haplotypes within individual blocks were first restored through solving linear-equation systems and integer programming, and then connected together using overlapping blocks in accordance to the LDs, as described in Section 3.3. This attack was run on a system with 2.80GHz Core 2 Duo processor and 3GB memory. Within 12 hours, we successfully restored the 174 SNPs for all 100 participants. This demonstrates that the threat of the integer programming attack is realistic.

### 5. DISCUSSION

We may need to estimate the expected values of $T_r$ if an average reference sample is used.
A GWAS can either analyze individuals’ genotypes or phase them into haplotypes before the analysis happens. The maturity of phasing technologies makes the use of haplotypes, which carries more information, increasingly a trend [62, 60, 20, 15, 26, 29]. Although we present our attacks in the context of haplotypes, some of the techniques involved can actually be applied to genotypes. Specifically, our statistical attack can still identify an individual from pair-wise allele frequencies estimated from genotypes, as long as such estimate does not switch the signs of \( r^k \) in a large scale. The integer programming attack may not be directly applicable to genotypes, because it needs consistent pair-wise frequencies. However, we could use it to restore genotypes if pair-wise frequencies reported by GWAS papers can be mapped back to the frequencies of genotype. This is possible if we can identify the inputs of the MLE that builds those frequencies from its outputs. Further exploration of this direction is left to future research.

The attacks we propose could be defeated by well-planned countermeasures. A potential approach can be adding noise to published dataset. This, however, needs to be done carefully, because the noise can undermine the scientific values of a paper, making others hard to repeat the experiments reported by a GWAS. One technique we can use is to adjust some of the published LDs to the extent that the signs of \( r \) are just changed. This requires a careful selection of a set of SNP pairs, whose LDs are not significantly affected by switch of signs. Examples of the SNPs are those with very close \( C_{00}C_{11} \) and \( C_{03}C_{10} \). Also important here is the assurance that other unperturbed LDs do not give an attacker sufficient statistical powers to identify an individual. Another approach is to selectively remove some data. For example, dropping some LD statistics can interrupt the path for propagating markers’ frequencies, and as a result, makes allele frequencies more difficult to recover. Fundamentally, effective defense against our attacks can be achieved by enforcing differential privacy: that is, the presence of an individual in the case group changes nothing but negligible statistical features of the group. For example, GWAS researchers can use our statistic to check the data to be published: if an individual’s SNP sequence, once added, noticeably alters \( r \), they can decide to remove it from the dataset. We will study such defense techniques in the follow-up research.

6. RELATED WORK

The problem of releasing aggregate data in privacy-preserving ways has been intensively studied in the areas like privacy-preserving data analysis [31, 36], statistical disclosure control [19, 21, 34], inference control [25], privacy-preserving data mining [12, 13], and private data analysis [32, 53].

Privacy problems in GWAS, however, are related to special structures of genome data (linkage disequilibrium) and background information (reference populations), which have not been studied in prior research. Recently, research has been conducted on privacy-preserving genome computing [17, 45, 23]. Those approaches are more to do with preventing a party from accessing sensitive data, than protecting sensitive information from being inferred from the outcome of a computation. A recently proposed concept highly related to our attacks is differential privacy [31]. Loosely speaking, the concept ensures that removing or adding an individual’s record to a database does not substantially changes the statistics calculated from the database. So far, this has been achieved through adding noise [18, 32, 21]. Such an approach, if carefully designed, could mitigate the threat of the attacks we propose. For example, if the noise is used in a way that only the signs of some LDs are changed, the statistical power of our attack can be weakened while the scientific values of the paper can be largely preserved. Research on this direction is left as our future work.

Recovering individuals’ SNP sequences is essentially the problem of contingency table release, which has been studied in statistics community for decades [22, 41, 24, 63, 27] in the context of census. Consider an individual’s record in a database as a row, which consists of \( k \) binary attributes. A contingency table is a vector that describes, for each combination of \( k \) attributes (called a setting), the counts of the rows satisfying this setting. Typically, only the counts (called marginals) of different settings are published, instead of the table. What an attacker wants to do is to infer the table from the marginals.

In our integer programming attack, individual SNP frequencies and pair-wise frequencies are actually such marginals. However, existing techniques [63] cannot be directly applied to recover SNPs from them, because of the scale of our problem: up to our knowledge, prior research can only handle as many as 16 attributes [27], while our attack needs to work on 174 attributes. This was achieved in our research by taking advantage of special properties of genomic data. Our “divide-and-conquer” approach made full use of the correlations among different SNPs, which can be observed from published \( r^2 \). More specifically, we first partitioned a SNP sequence into small blocks according to their LDs, which significantly increases the chance for restoring these blocks because the LDs within the same blocks are strong; then, individual blocks were connected using their aggregate correlations. The techniques designed for this purpose, solving linear equations and use of overlapping blocks in particular, are novel, up to our knowledge.

GWAS, with its’ first papers came out in 2005 [33, 39], is a new population genetics approach that was enabled by the high throughput genome technology and advanced computational methods [51]. As a technique to discover previously hard-to-find disease susceptibility genes, it has shown great potentials in promoting the understanding of human diseases [51]. While GWAS methods continues being improved thanking to the efforts of many researchers, few researcher has looked into the privacy risks in GWAS [48, 37]. The most relevant work other than Homer et al. is the association study based on the pooled genotypes, i.e. the aggregate genotype profiles of a group of cases and controls (rather than for each individual of them) were used in the SNP marker discovery, e.g by Yang et al. [61]. These approaches, though adopting a similar experimental setting, aim to address a distinct problem as our approach, that is, to retrieve SNPs (or SNP sequences) significantly associated with the disease, which tend to be the common genetic features of the disease population rather than the features specific to the individuals in the case group, and hence cannot be used for the individual identification.

7. CONCLUSION

GWAS is among the most active research areas in biomedical research. It is also the area fraught with privacy concerns. The recent work by Homer et al. [42] demonstrates that personal identification is plausible by analyzing a large number of allele frequencies related to GWAS. The privacy threat of this kind has been found in our research to be even more realistic than expected. In this paper, we report two new techniques that can lead to identification of the participants of a GWAS from a small set of statistics, as those routinely published in GWAS papers. One of the techniques can statistically determine the presence of an individual in the case group, based upon the LDs among as few as a couple of hundred SNPs. The other attack can even recover all participants’ SNP sequences related to the statistics. We also show that these attacks work on coarse-grained statistics. Our experimental study further justifies
the concerns of such threats, which were shown to be capable of cracking statistics computed from real genome data. A further step in this important direction will be evaluation of information leaks in GWAS and development of effective countermeasures. The tendency of sharing and reusing the data from prior GWAS will certainly open new avenues for attacks. On the defense side, we believe that research in statistical disclosure control, differential privacy in particular, can offer an effective guideline to mitigate and ultimately eliminate the privacy threat to GWAS.
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**APPENDIX**

1. **Proof of the validity of the sum statistics**

Given the definition of the signed allele correlation $r_{ij}$,

$$r_{ij}^C = \frac{C_{11}C_{00} - C_{01}C_{10}}{\sqrt{C_{11}C_{01}C_{10}C_{00}}}$$

we have

$$\frac{\partial T^*_{ij}}{\partial C^T_{000}} = \frac{\partial C^T_{00}}{\partial C^T_{000}} \cdot Y_{00} = \frac{C_{11} \cdot [1 - \frac{1}{2} \cdot (1 - \frac{C_{00}C_{10}}{C_{11}C_{01}}) \cdot \frac{C_{00}C_{10}}{C_{11}C_{01}} + \frac{C_{00}C_{10}}{C_{11}C_{01}}]}{\sqrt{C_{11}C_{01}C_{10}C_{00}}} \geq 0$$

for any pair of SNPs $i$ and $j$. Similarly, we can get $\frac{\partial T^*_{ij}}{\partial C^T_{111}}$ and $\frac{\partial T^*_{ij}}{\partial C^T_{101}}$ are also non-negative for any pair of SNPs $i$ and $j$.

2. **Proof of the optimality of the $T^*$ statistics**

Given $r_{ij}^* = (r_{ij} \cdot 1_{ij})$ and assuming the signed allele correlations follow the normal distribution, the optimal statistic for $H_0$: victim is in Case vs. $H_A$: victim is not in Case is $T^* = \sum_{n,i,j} (2\mu_0(hat r^*_{ij} - r^*_{ij})) + \frac{1}{n} \{[r^*_{ij}(\mu_0 + (1 - (\frac{C_{00}^T}{C_{10}^T}))^2)]^2 - [\mu_0^2 + (1 - (\frac{C_{00}^T}{C_{10}^T}))^2]}\}$. Applying the Neyman-Pearson lemma, where $\mu_0 \approx \frac{\partial C^T_{00}}{\partial C^T_{000}} Y_{00} + \frac{\partial C^T_{01}}{\partial C^T_{000}} Y_{01} + \frac{\partial C^T_{10}}{\partial C^T_{000}} Y_{10} + \frac{\partial C^T_{11}}{\partial C^T_{000}} Y_{11}$, $n$ is the number of individual in the case group, $r^*_{ij}$ is the theoretical signed allele correlations, and $r^C_{ij}$ is the estimated signed allele correlations measure. By omitting the second terms in the formula, which is 1/n times smaller than the first term, and replacing $\frac{\partial C^T}{\partial T}$ by their signs (the real values needs pair-wise frequencies to compute, which are unknown here), we have $T^* = 2\Sigma_{n,i,j}(Y_{00} + Y_{11} - Y_{01} - Y_{10}) \cdot (r^*_{ij} - r^C_{ij})$. In practice, we estimate $r^C_{ij}$ by using a reference group, i.e. $r^C_{ij}$.